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Previously we had CNNS &RNNs

CN N
Convolutional NNs
(spatial)
Capture information from neighbors
Work good locally
but struggle with long term dependencies
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Recurrent NNs
(Temporal)

good for sequential dependence
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capture information from sequence (Past values, possibly future)

but struggle computationally (no parallelization, finite content)
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To capture both short term & long term dependencies more accurately Attention mechanism
was proposed.

instead of us defining what to look at (as we do by architectural choices of CNN & RNN)
the network itself tries to figure out what's important to look at

we'll walk through one of the popular examples where attention mechanism definitely made its mark
that is:

Natural Languge Processing

T o,
- Words are converted to vectors Con LM ox o)} CAU.\ D!t (o B gn 13 wend ockmham)
- Using the above vectors we create 3 more vectors ( Umsan WMAWM% WW)
Q = Twq ~ Quuyy
K =TI wK - V\Iké
T = Vol

— Compute relevance
how much each word should attend to every other word

T

e = Q. k
We also have to the score in real examples or else they can be too huge normalize
T
pese_ vl = QLK
\I o .
Wnadel.

Now we convert it into probabilities
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Query Matrix (Q) Key Matrix (K) Value Matrix (V)
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Query Features Key Features Value Features

sﬂi“ - sm scores =

K.T / np.sqrt(Q.shape[1])

T
QLR = O\ x K exp_scores = np.exp(scores - scores.max(axis=1, keepdims=True))
\] Q‘ﬂ\('Q) weights = exp_scores / exp_scores.sum(axis=1, keepdims=True)
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Tokens

The
hungry
lion
attacked

the 0.09 0.09

slow - 0.01

Queries

grass

0.09 0.09

0.01

0.09

0.01

The hungry lion attacked the slow

Output Matrix

The
hungry -
lion -

attacked - 4.00

Attention Weights Matrix

0.09 009 009

OW-—W%VM

grass - 4.00

Output Features

25

-2.0

05

- 0.8

- 0.6

- 0.2

- 0.0

Attention for 'hungry":

The :0.00
hungry :0.01
lion :0.88
attacked : 0.00
the :0.00
slow :0.01
zebra :0.00
in  :0.00
the :0.00
tall  :0.01
grass :0.09

output = weights @ V

Token

lion
attacked [4.00, 4.00]

zebra

in

hungry

Output
Vector

[4.00, 4.00]

[2.5,3.5]
[3.3,031]
[3.85,0.09]

Interpretation

Query Token Top Attention

hungry
lion
attacked
slow
zebra

in

tall

grass

lion (0.88)
attacked (1.00)
zebra (1.00)
zebra (0.88)
lion, zebra (0.50)
attacked, zebra
grass (0.88)
attacked (1.00)

Self-attended -> full value retained

N&JWW %MW Une Wk Loy %Wm,wwumum
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Interpretation

Modifier attends to the noun it qualifies
Subject attends to its verb

Verb focuses on its object

Adjective modifies noun

Balanced attention between actor and self
Preposition attends to verb and object
Modifier attends to noun

Context attending back to action

Attends strongly to attacked -> inherits its [1,1] features completely (from V) - full action context

Mixed focus between lion ([1,0]) and zebra itself ([0,1]) makes sense as it's being acted upon
Looks at attacked and zebra gets mostly their action/object information.

Attends to lion, whose value is [1,0], scaled by the attention weight (0.88), shows modifier
behavior



